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MO PAU

1. Ly do chon dé tai |
Su phat trién nhanh chong ctia tri tu¢ nhan tao d@ md ra nhiéu co héi d€ cai thién chat luong cudc

séng, dac biét trong linh vuc cham soc suc khoe. Cac vén dé lién quan dén van dong, nhu thiéu hoat
dong thé chat, van dong sai cach, hodc cac tinh hudng bat thuong nhu té ngd, dang trd thanh méi quan

tam lon. Tinh trang té ngd, dac biét & nguodi cao tudi, khong chi la van dé pho bién ma con tieém an nhicu

hau qua nghiém trong, bao gdm chan thuong, giam kha ning van dong, va ting nguy co tir vong néu
khong dugc phat hién va hd tro kip thoi.

Viéc phat trién mot hé théng nhén dang hoat dong, bao gém ca kha nang phat hién té nga, dua trén

di liéu cam bién quan tinh va tri tué nhan tao, khong chi gitp gidm sat van dong hiéu qua ma con ho trg

dua ra canh bao som trong cac tinh huong nguy hiem. Hé thong nay cé ti€ém nang cai thién chat lugng
cham so6c¢ stc khoe dai han, giam thi€u rdi ro va nang cao chat lugng cudc song, dac biét cho nguoi cao

tudi va cac doi tugng c6 nguy co cao. Vi nhiing 1y do nhu trén, t6i d€ xuat chon dé tai luan van cao hoc:

“Nhan dang hoat dong dua trén cam bieén quan tinh va hoc sau”

2. Muc dich nghién ciru

Xay dung hé théng nhan dang hoat dong ctia con ngudi st dung thiét bj deo tich hop cam bién
quéan tinh IMU (Inertial Measurement Unit) va nghién ciru phat trién mé hinh hoc sau (Deep
Learning).

Tim hiéu cac phuong phap va k§ thuat hién c6 trong nhan dang hoat dong, bao gdm cac phuong
phap lién quan sir dung dit liéu tir cam bién IMU.

Xay dung va trién khai cac mé hinh hoc dé phan loai trang thai va nhan dién té nga.

Panh gi4 hiéu suét ciia cac md hinh véi bo dit lidu thuc té nham tim ra phuong phéap tdi uu dé
cai thién d0 chinh xac cua hé théng.

Dé xudt cai tién dé ap dung hé thdng trong céc tinh hubng thuc tién, chiang han nhu giam sat
stc khoe tai nha hodc cong déng.

3. Phwong phap nghién ciru
Phuong phép nghién ctru tai ligu:

e Tong hop tai liéu: Tra ciru va phén tich cac nghién ciru, bai bao khoa hoc, va cic bao céo
da duogc cong bd lién quan dén phat hién té nga, tmg dung cam bién IMU va cac md hinh
hoc sau.

e So sanh cac phuwong phap: Panh gid uu nhuge diém cua cac hé théng hién co, tir d6 rat ra
cac yéu t6 can cai tién dé dé xudt giai phap méi.

Phuong phéap nghién curu thuc nghiém:

e Thu thap va xur ly dit li¢u:
o Trién khai h¢ thong thu thap dir liéu cam bién trong méi truong kiém soét.
o Ap dung cac k¥ thuét tién xir Iy dir liéu nhu dong bo hoa, xir Iy nhiéu va chuan hoa tin
hiéu.
e Xay dung mo hinh:
o Thiét ké va trién khai cac mé hinh hoc sau (dic biét 1a MSRLSTM) dua trén dir liéu
cam bién da xu y.
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o Thuc hién dao tao, kiém thir va danh gia md hinh bfmg cac chi s6 nhu d6 chinh xac, d6
nhay, @6 dac hiéu va F1-Score.
e So sanh va phan tich:
o So sanh hiéu suit ctia cic md hinh hoc siu v&i cac méd hinh khac.
o Phan tich két qua thyc nghiém dé dua ra nhan xét va dé xuét cai tién

4. Y nghia khoa hoc va thuye tién ciia dé tai
Y nghia khoa hoc:

e Nghién ctru ndy gop phan quan trong vao su phat trién trong linh vuc nhan dang hoat dong,
dic biét 1a img dung dit liéu cam bién IMU két hop v6i cac md hinh hoc sau. Nghién ciru
du kién dé xuat mot kién trac mo hinh méi giup cai thién do chinh xac trong ing dung cua
hé théng nhéan dang hoat dong.

o Két qua cua nghién ctru khong chi mé rong hiéu biét vé cach ap dung tri tué nhan tao va
hoc sau trong phan tich dir li¢u cdm bién, ma con tao tién dé ving chic cho cac nghién ctru
va tmg dung tiép theo trong linh vyc giam sat thong minh, cham séc strc khoe va quan ly
van dong.

Y nghia thyc tién:

e Hé thdng nhan dang hoat dong dugc phat trién tir nghién ctru nay mang lai gia tri 16n trong
vi€c giam sat hoat dong va cham sdc stc khoe, dac biét ddi voi nhitng dbi tuong c6 nhu
cau quan ly vén dong, chéng han nhu nguoi cao tudi, nguoi it van dong, hodc nguoi can
theo ddi qua trinh phuc hdi chirc ning. Hé thong khong chi gitip nhan dién va phan tich cac
hoat dong hang ngiy, phét hién sém cac ddu hiéu bét thuong trong van dong, ma con hd
trg gia dinh va nhan vién y té giam sat tir xa, dam bao an toan va nang cao hiéu qua chim
soc.

e Ngoai ra, viéc tich hop hé thdng nay vao céc dich vu chiam soc sirc khoe dai han s& giup
nang cao chét lugng sdng, khuyén khich thoi quen van dong hop 1y, dong thoi t6i wu hoa
chi phi va nguon lyc trong viéc quan 1y stic khoe cong dong.

5. Cau truc ciaa luan van
Luan van dugc chia thanh ba chuong chinh, cu thé nhu sau:

e Chuong 1: Téng quan
Trinh bay co so 1y thuyét va tinh hinh nghién ctru lién quan dén nhan dang hoat dong con
ngudi (HAR) va phat hién té ngd. Gi6i thidu tAm quan trong cta linh vuc niy trong chim
soc sirc khoe ngudi cao tudi, phan tich cac phuong phap hién c6 dya trén camera va cam
bién IMU, cing véi cac cong trinh nghién ctru tiéu biéu nhu mé hinh MSRLSTM ctia Yu
va cong su.

e Chuong 2: Dit liéu va giai phap dé xuat
M5 ta chi tiét bo dir liéu UP-Fall Detection, quy trinh thu thap va xtr 1y dit lidu, dic diém
cam bién va cac hoat dong duoc ghi nhan. Chuong nay ciing trinh bay chi tiét kién tric va
nguyén 1y hoat dong ciia hai mo hinh dugc d& xuit 13 MSRLSTM-Refined va MSR-
MultiHeadAttention, bao gém céc cai tién vé cu tric mang, cach huén luyén, va co ché
MultiHead Attention.

e Chuong 3: Két qua va thao luan
Trinh bay két qua thyc nghiém cua cac md hinh dugc dé xuét, so sanh v&i mo hinh co s&
MSRLSTM theo céc chi sé danh gia nhu Accuracy, Precision, Recall, va F1-score. Phan
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tich uu diém, han ché ciia timg mé hinh, dong thoi thao ludn vé kha nang ung dung trong
thyc té, didc biét trong hé thdng giam sat té ngi thoi gian thuc.

e Kétluan va Kién nghi
Tong két cac két qua dat dugc clia nghién ctru, danh gia hiéu qua ctia cac md hinh hoc sdu
trong phat hién té nga, néu rd cac han ché con ton tai va dé xuit cac hudng phat trién tiép
theo, bao gém md rong dir li¢u, tich hop thém cam bién sinh hoc va t6i wvu md hinh cho
thiét bi deo thong minh.
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Chuwong 1: TONG QUAN

1.1. Gi6i thiéu chung

Linh vyc nhan dang hoat ddng ctia con nguoi (Human Activity Recognition - HAR) cho phép tu
dong nhan dién va phan loai hoat ddng cua con nguoi dua trén dit li€u thu thap tr cam bién deo (IMU),
dién thoai thong minh, camera, radar va thiét bi da phuong thirc. Trong do, phat hién t€ nga 1a mot huong
nghién ctru ndi bat do nhu cau gidm sat strc khoe ngudi cao tudi ngay cang ting (t¢ nga hién 1a nguyén
nhan gay tir vong do tai nan dimg thir hai trén thé gidi, chi sau tai nan giao thong).

Hai huéng tiép can chinh trong HAR 14 dua trén camera va dua trén cam bién quéan tinh. Phuong
phap ding camera tuy dat d6 chinh xac cao nhung gip han ché vé chi phi, géc quan sat va quyén riéng
tu. Nguoc lai, cam bién IMU ¢6 wu diém chi phi thap, khong xam 14n, pht hop cho cac hé théng deo
thong minh. Tuy nhién, viéc bién dbi dit liéu cam bién tho thanh thong tin c6 y nghia doi héi cac mod
hinh hoc sau c6 kha ning nim bét quan hé theo thoi gian va phéan biét chuyén dong tinh té.

Nghién ctru nay dé xuit ba md hinh hoc sau cho bai toan HAR va phat hién té nga trén bd dir liéu
UP-Fall Detection, gém: MSRLSTM, MSRLSTM-Refined, va MSR-MultiHeadAttention. Cac mo hinh
nay dugc thiét ké nham khai thac dic trung dong theo thoi gian, giam overfitting va ting kha ning khai
quat hoa trén dir liéu cam bién IMU da nguén, tan sudt thép. bac biét, MSR-MultiHeadAttention tich
hop co ché Multi-Head Attention gitip nang cao hiéu qua mo hinh héa chudi thoi gian.

1.2.  Co'sély thuyét
1.2.1. No-ron Tich chdp (CNN)

Mang no-ron tich chap (CNN) 1a mot kién tric hoc sau ndi tiéng, duoc léy cam hing tr co ché
nhan thire thi gidc tw nhién cia sinh vat sdng. Nam 1959, Hubel va Wiesel phat hién rang céac té bao
trong vo ndo thi gidc cia dong vat chiu trach nhiém phat hién anh sang trong céc receptive fields. Lay
cam himg tir kham pha nay, Kunihiko Fukushima d3 dé xuit mé hinh Neocognitron vao nim 1980 [6],
dugc xem nhu tién than cia mang CNN hién dai. V& co ché, CNN dugc xay dung duya trén gia thuyét
rang dit liéu ddu vao (nhu hinh anh hodc tin hiéu thoi gian) ¢ cau tric khong gian cuc bo, nghia 1a cac
diém dir liéu 1an can nhau c6 mdi quan hé chit ché. Do do, thay vi két ndi day du nhu cic mang no-ron
truyén théng, CNN tan dung cac phép tich chap dé trich xut dic trung tr vung cuc bd, giam sb luong
tham sb va ting kha ning tong quat hoa.

1.2.2.  Mang héi tiép dai ngin han (Long Short-Term Memory — LSTM)

Mang no-ron hoi tiép (Recurrent Neural Network — RNN) la mdt dang mang hoc sau dugc thiét
ké dé xir 1y va hoc tir dit li€u c6 tinh tudn tu, chéng han nhu chudi thoi gian, tin hi€u cam bién, Am thanh
hodc vin ban. Khac v6i mang truyén thing (Feedforward Neural Network — FNN), RNN ¢6 cac két ndi
hodi quy cho phép thong tin tir nhitng bude thoi gian trudc anh huong dén dau ra ¢ thoi diém hién tai.
Nh& d6, md hinh ¢6 kha ning nim bit mbi quan hé phu thudc theo chudi, gitip cai thién do chinh xéac
trong céac tac vu c6 ngit canh.

Tuy nhién, trong qua trinh huan luyén, RNN truyén théng thuong gip hién twong suy giam hodc
bung nd gradient (vanishing/exploding gradient) khi lan truyén nguoc qua thoi gian. Diéu nay khién mo
hinh khé hoc duoc cac mdi phu thudc dai han, dac biét trong cac bai toan co chudi dit liéu dai nhu nhan
dang giong noi, dich may hodc nhan dang hoat dong con nguoi (HAR).

Pé khic phuc han ché nay, Sepp Hochreiter va Jiirgen Schmidhuber (1997) d4 gi6i thiéu kién trac
Long Short-Term Memory (LSTM) — mét bién thé ciia RNN c¢6 kha ning duy tri thong tin trong thoi
gian dai nhd co ché quan 1y by nhé linh hoat. Sau nay, LSTM tiép tuc dugc mé rong va chimng minh
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hiéu qua trong nhiéu tng dung quy mo 16n, dic biét 1a trong nhan dang giong néi (Sak, Senior &
Beaufays, 2014) [8].

1.2.3.  Co ché chii § da dau (Multi-Head Attention)

Sau giai doan cac m6 hinh héi tiép nhu RNN va LSTM thdng tri cac bai toan chudi, Vaswani va
cong su (2017) da dé xuét kién trac Transformer, trong d6 toan b qué trinh xir 1y phu thudc vao co ché
tu chii y (self-attention) thay vi hdi tiép hodc tich chap. Phuong phap nay cho phép mé hinh xac dinh
mirc d¢ lién quan giita cac phan tir trong chudi dit liéu va tip trung vao nhimg vi tri ¢6 anh huong 16n
nhat dén du doan dau ra [9].

Trong co ché multi-head attention, Transformer trién khai nhiéu dau chu y song song dé hoc céac
mbi quan hé khac nhau trong chudi — tir phu thudc ngfm han dén dai han. Mdi “head” nhan cac biéu
dién riéng biét cia dir liéu dau vao, sau do két qua dugc gop lai dé tao thanh khong gian dic trung téng
hop giau thong tin hon.

1.3.  Cac nghién ctru lién quan
1.3.1. UP-Fall detection dataset: a multimodal approach

Bo dir liéu UP-Fall Detection mang tinh da phuong thirc (multimodal), két hop thong tin tir nhidu
loai cam bién khac nhau, bao gdm: Cam bién deo trén ngudi (nim cam bién IMU duoc gin tai cd tay
trai, dudi cd, tai quan phai, thit lung va cd chan tri), cam bién moi trudng, thiét bi hinh anh (hai
camera).

Céc tac gia cua bo dir liéu da tién hanh thuc nghiém rong ri voi nhiéu chién luge két hop dir lidu
(data fusion) va cac mé hinh hoc khéc nhau, sir dung ba kich thudc cira s6 thoi gian: 1 gidy, 2 gidy va 3
gidy. Két qua thuc nghiém cho thiy viéc lwa chon kich thudc cira s6 va md hinh hoc phtt hop ¢6 anh
hudng lon dén hiéu suat nhan dang. Pang chu y, chi sir dung dir li¢u tir cAm bién IMU van mang lai két
qua kha quan, voi diém F1 dat t6i 70,31 + 1,48 (%), chitng minh tiém nang manh mé cua dir li€u cdm
bién deo trong nhan dang hoat dong va phat hién té nga [10].

1.3.2. Combining residual and LSTM recurrent networks for transportation mode detection using
multimodal sensors integrated in smartphones

Yu va cong su [11] da d& xuat mo6 hinh Multimodal Sensor Residual LSTM (MSRLSTM) nhim
nhan dang phuong thire di chuyén dua trén dit liéu cam bién da ngudn duoc thu thap tir dién thoai thong
minh, bao gom gia toc ké, con quay hoi chuyén, tir ké va cam bién ap suit.

M6 hinh MSRLSTM két hop gitta cac Residual Blocks va mang hdi quy LSTM, cho phép khai
thac dong thoi dic trung khong gian va dic trung thoi gian trong dir liéu cam bién. Trong dé, cac khdi
Residual chiju trach nhiém trich xuét dic trung murc cao, con cac 16p LSTM mé hinh hoéa chudi thoi gian,
giup nhéan dang hiéu qua cac hoat dong co chuyén dong phuc tap nhu di bg, dap xe, hay lai xe [11].

1.3.3. Deep Residual Bidir-LSTM for Human Activity Recognition Using Wearable Sensors
Nghién ctru ctia Zhao va cong sy [12] gidi thi€u mot kién trac méi c6 tén Deep Residual
Bidirectional Long Short-Term Memory (Deep-Res-Bidir-LSTM) cho bai toan nhan dang hoat dong
clia con ngudi dua trén dit liéu cam bién deo. Phuong phap nay két hop uu diém cua residual learning
va bidirectional LSTM dé mé hinh hoa cac phu thudc thoi gian phirc tap trong dit liéu tudn tu tir cam
bién quén tinh. M hinh xtr 1y tin hiéu tho tir gia tbe ké va con quay hdi chuyén, trich xuit cac dic trung
mirc cao théng qua cac stacked residual blocks, gitup giam thiéu hién tugng mét gradient thuong gip
trong mang hoc sau. Thanh phan LSTM hai chiéu cho phép mé hinh hoc dugc ngir canh ca qué khtr 1an
tuong lai, nho d6 phan biét duoc cac hoat dong co su khac biét tinh t& nhu di bo, ngdi, hodc chay. Khi
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dugc danh gia trén hai bg dit li€u UCI-HAR va WISDM, mo6 hinh dat 6 chinh xac vuot trdi trén 95%,
vuot qua cac phuong phap hoc may truyén théng nhu SVM va LSTM thong thuong.

1.3.4. Transformer-based fall detection in videos

Céc mo hinh Transformer, ban dau duoc phat trién cho xtr Iy ngodn ngit ty nhién, gan day da duoc
g dung vao bai toan phat hién té ngd dua trén video, nho kha ning mo hinh hoa dit lidu tuan ty va
nam bat cic méi quan hé thoi gian dai han. Khong gidng nhu CNN — vén chil yéu tap trung vao trich
xuét dic trung khong gian, Transformer vugt tri trong viéc hiéu ngit canh va dong hoc cuia chudi video,
nho d6 rt pht hop dé phat hién cac miu té ngd phirc tap dién ra qua nhiéu khung hinh.

Trong mot nghién ctru dang chi ¥, cac nha khoa hoc da d& xuit mé hinh phat hién té nga dua trén
Transformer, hoat dong bang cach xir 1y cic doan video ngin dé xac dinh liéu c6 xay ra té ngi hay
khéng. M6 hinh nay hoat dong theo co ché ctra s6 truot trén ludng video, cho phép phat hién té ngi theo
thoi gian thyue, dong thoi kich hoat canh bao ngay khi phat hién su kién té nga. Nho co ché self-attention,
Transformer c6 thé tap trung vao cac khung hinh quan trong nhét trong chudi, gitip phan biét dugc té
ngi voi cac hanh dong tuong tw nhu ngdi xudng hay nim xubng. Phuong phéap nay di cho thdy két qua
day hira hen, v&i do chinh xé4c cao trong cac mdi truong kiém soat, mac di nghién ciru chua céng bo chi
tiét cac chi s6 danh gia [4].

Tuy vay, cac thach thirc van con ton tai, bao gdm nhu cau vé bo dit liéu video gén nhin 16n va do
phtrc tap tinh toan cao cua Transformer, giy kho khin cho viéc trién khai trén cac thiét bi han ché tai
nguyén. Cac hudng nghién ciru hién nay tap trung vao t6i wu héa mé hinh va tao dit liéu tong hop nham
khic phuc cac han ché nay. Nhin chung, phat hién té nga dua trén Transformer trong video 1a mot huéng
nghién ctru day tiém ning trong linh vuc nhan dang hoat dong cta con ngudi, mang lai d6 chinh xac
cao, kha ning hoat dong thoi gian thyuc, va dam bao quyén riéng tu, gop phan quan trong trong hé thong
cham séc stic khoe ngudi cao tudi hién dai.
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Chuwong2: DU LIEU VA GIAI PHAP PE XUAT

2.1. Tong quan vé dir liéu sir dung

2.1.1. Mo tdi ve b dir licu o i
Day la mot tap dir li€u lon chu yeu de phat hién t€ nga, dugc goi la UP-Fall Detection, bao gom

11 hoat dong va 3 lan thir nghiém cho moi hoat dong. Céc ddi tuong thyc hién sau hoat dong hang ngay

don gian cia con ngudi cling nhu nam loai t€ ngd khac nhau ctia con nguoi. Nhitng dir li€u nay dugc

thu thap trén 17 nguoi tré tudi khoe manh khong bi suy giam bang cach sir dung phuong phép tiép can

da phuong thirc, tirc 1a cam bién deo duoc, cam bién xung quanh va thiét bi thi giac [10].

2.1.2. Cic doi twong va hoat dong thu thip dir lidu
a) Cdc doi twong thu thdp dir liéu

Trong qué trinh thu thap dir liéu, 17 d6i tuong tré khoe manh khong co bat ky khiém khuyét nao
(9 nam va 8 nir) trong d6 tudi tir 18 dén 24, chiéu cao trung binh 1a 1,66 m va can ning trung binh la
66,8 kg, dugc moi thyc hién 11 hoat dong khac nhau

b) Cac hoat dong (nhan)

Béng 2.2. Thong tin vé cic hoat dong

Ma hoat dfng Mo ta Thoi lwgng (s)
1 Nga vé phia trude sir dung tay 10
2 Nga v& phia trudc sir dung dau gbi 10
3 Ngi vé phia sau 10
4 Ngi vé bén phai hay trai 10
5 Ngi khi ngoi (khong c6 ghé) 10
6 Di bo 60
7 bung 60
8 Ngdi 60
9 Nhit mot do vat 10
10 Nhay 30
11 Nam 60

¢) Cam bién va phin phoi
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Pé thu thap dit liéu tir nhitng ddi tugng tré khoe manh khong bi suy giam, tac gia can nhic phuong
phap tiép can da phuong thirc dé cam nhén cac hoat dong theo ba cach khac nhau bang cach st dung
thiét bi deo, cam bién nhan biét ngit canh va camera, tit ca cing mot lic bang cach sir dung mot phong
thi nghiém dugc kiém soat, trong d6 cudng do anh sang khong thay d6i va camera nhan biét ngir canh
van & cing mot vi tri trong qua trinh thu thap dir lidu.
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Hinh 2.1. Phan b cac cam bién. (a) Cam bién deo dugc va tai nghe EEG dit trén co thé con
ngudi. (b) B tri cac cam bién nhan biét ngir canh va ché d6 xem camera.

2.1.3.  Trién khai phin cieng va xik Iy trude die ligu ,

bé thu thap dir liéu cam bieén thd, nhom nghién ciru da xay dung mdt hé thong thu thap cuc bo,
gdm hai may tinh va ba mo-dun Raspberry Pi V3. Cac cam bién deo va tai nghe EEG duogc két ndi véi
hai may tinh qua Bluetooth, trong khi camera RGB va camera chiéu sau duoc két ndi tryc tiép qua cong
USB. Cac cam bién hong ngoai dugc ghép doi va két nbi véi cac Raspberry Pi.

Do céc thiét bi ¢ tan s6 ldy mau khac nhau, dit liéu dugc xir 1y trudce (preprocessing) nham dong
bo va hop nhét. Tac gia chon tde do I?iy mau tham chiéu 1a 18,4 Hz (theo tde do thép nhét cua camera),
sau d6 ndi suy va dong bo hoa dir liéu cua cac cam bién khac theo diu thoi gian nay. Ddi véi cac cam
bién hong ngoai c6 tin sb thip (4 Hz), tac gia sir dung phuong phap noi suy gitt mau (sample-and-hold
interpolation), tirc 1a lap lai gia tri gan nhat cho dén khi c6 miu méi. Khoang 10,3% dit liéu cam bién
hong ngoai duge xir 1y theo cach nay.

Cudi cung, toan bd dir liéu dugc can chinh va hgp nhét, chi gitr lai cac mau trong khoang thoi
gian thyc nghi€ém hop 1€. Bo dir liéu hoan chinh bao gém 296.364 mau tin hiéu cam bién va hinh anh,
dugc thu & tan s6 ~18,4 Hz, véi dung lugng khoang 812 GB [10].

(b)
Hinh 2.3. Hinh anh vi dy tr camera trong dataset.
2.1.4. Biéy dién va phan tich ddc diém tin hi¢u IMU trong nhdn dang hogt djng con nguoi
Gia toc do duogc tir accelerometer c6 thé dugc chia thanh hai thanh phan chinh: gia toc tinh (static
acceleration) va gia toc dong (dynamic acceleration). Gia toc tinh chii yéu phan anh thanh phéan trong
luc, thuong c6 bién dd gan nhu khong doi theo thoi gian khi ngudi dung ¢ trang thai dimg yén hodc thay
d6i tu thé cham. Trong khi d6, gia tbc dong xuat hién khi co thé thuc hién cic chuyén dong nhu di by,
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nhay hodc té ngi, thé hién qua cac dao dong bién do 16n va thay doi nhanh theo thoi gian. Hinh 2.4 minh
hoa su khac biét giira tin hiéu gia tdc truc Z tai vi tri ¢ chan trong hai trang thai ding yén (standing) va
di by (walking). C6 thé quan sat thay tin hiéu standing dao dong rat nhé quanh mot gia tri gan nhu ¢
dinh, phan anh dic trung cua gia tde tinh. Nguoc lai, tin hi¢u walking thé hién xu huong bién thién rd
rét voi bién do 16n hon, dai dién cho thanh phan gia toc dong sinh ra boi chuyén dong tuan hoan cua
chan.

Khac véi gia téc ké, gyroscope do van tdc goc, phan anh truc tiép chuyén dong quay cua cac bo
phan co thé. Piéu nay ddc biét hitu ich trong viéc phan biét cadc hoat dong c6 hinh thai chuyén dong
tuong ty nhung khac nhau vé dong hoc. Hinh 2.5 thé hién tin hiéu van tdc gbc truc Z tai ¢6 chan cho hai
hoat dong di bo (walking) va nhay (jumping). C6 thé nhan thay rang: Walking tao ra mau hinh van toc
gdc c6 bién do vira phai, thay doi twong dbi déu theo thoi gian, trong khi d6 Jumping tao ra bién do van
tdc goc 16n hon dang ké, cung véi cac dinh nhon phan anh chuyén dong bat manh va tiép dat. Sy khac
biét nay cho théy gyroscope dong vai trd quan trong trong viéc nhéan dién cac hoat dong cudng do cao,
noi ma théng tin quay mang tinh phan biét cao hon so véi gia tc thuan tiy. Mot sb nhan xét chinh:

e Gia tdc ké hiéu qua trong viéc phan biét hoat dong tinh va dong.
e Gyroscope cung cap thong tin bd sung quan trong cho cac hoat dong c6 chuyén dong quay
manh.
e Tin hiéu IMU chiu anh huong dang ké ctia nhiéu, drift, tin s 14y mau va vi tri cam bién.
e Phan tich két hop mién thoi gian va mién tin s6 giup lam ndi bat dic trung cua tiung loai
hoat dong.
Nhing dac diém nay la co so quan trong cho viéc lya chon kién triic mé hinh hoc siu trong cac
giai phap dé xuat bén dudi, nham khai thac hi¢u qua ca dic trung khong gian va thoi gian cua tin hiéu
IMU.

2.2.  Cac giai phap dé xuit
2.2.1. MSRLSTM-Refined model
Mo hinh MSRLSTM-Refined dugc phat trién dua trén kién tric Multimodal Sensor Residual

LSTM (MSRLSTM) cta Yu va cong su [11], nhung dugc cai tién va tinh chinh dé phu hop vai dit lidu
cam bién IMU ctia b UP-Fall Detection Dataset. Cac cai tién chinh gom: M& rong dau vao dé xu ly tin
hiéu tir nAm cam bién IMU (cé tay, co, tai qu?m, that lung, ) chan), mdi cam bién gém 6 truc dur liéu
(3 gia tc, 3 con quay). Tinh chinh cau traic MLP bang cach giam dan s6 lwong don vi an & cac 16p sau,
giup gidm chi phi tinh toan. Ap dung dropout 0,3 tai cac 16p dense nham ngén overfitting va tang kha
nang khai quat hoa:

e L&p dau vao (Input Layer): Dit liéu dau vao c6 kich thudc [100, 30], twong tng véi 100
mau thoi gian (~5 gidy ¢ 18,4 Hz) va 30 kénh cam bién.

e Residual Blocks va Convolutional Layer: Phan trich xuat dic trung khong gian gdm bdn
Residual Blocks vdi s6 bo loc 1an luot 1a [64, 128, 128, 128] va kich thudc kernel [3, 2,
2,4].

e Cic 16p LSTM: Ba 16p LSTM véi sb don vi [256, 36, 128], cho phép nam bét phu thudc
thoi gian trong dit liéu chuyén dong. Lop dau tién c6 sb lugng don vi 16n hon dé xur Iy
luong dau vao mé rong.

e Mang MLP (Multilayer Perceptron): gdbm cac 16p dense vai sé don vi [256, 128, 64, 7],
tuong ung voi 7 nhan hoat dong (6 hoat dong sinh hoat va 1 16p té ngd). Ham Softmax

duogc st dung ¢ dau ra d€ tinh phan phoi xac suat.
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2.2.2. MSR-MultiHeadAttention model ) )
Mo hinh MSR-MultiHeadAttention dugc phat trién dya trén kién triic cia MSRLSTM-Refined,

trong d6 cac 16p LSTM dugc thay thé bang Multi-Head Attention (Hinh 2.21). Pay 1a méot dong gop
méi, dugc ldy cam himg tir kién tric Transformer, nhim ting cudng kha ning hoc cac quan hé phu
thudc theo thoi gian dai (long-range temporal dependencies), ddng thoi khic phuc nhimng han ché cua
16p LSTM khi xir Iy dit liéu cam bién IMU da ngudn va c6 tin suit thap.

Fully Connected
Layers

i

Atention Madel

f

Multi-head attention

T.
I I I I I I I I I

Right Pockat Belt Belt Belt Balt Belt
Acc-Residual-CNN yp-Residual-CNN Residual-CNN Gyp-Ri NN -Residual-CNN Gyp-Ri -CNN

Ankle Ankie Right Pocket

NN

Right Pocket
NN p-Resicual

1 1 1 1 [

NN

Neck Wrist
Ankle Right Pocket Belt

Hinh 2.21 Kién tric md hinh MSR-MultiHeadAttention.

Trong khi MSRLSTM ban dau xir 1y dit liéu cam bién IMU c¢6 tan suit 100 Hz, thi bo UP-Fall
Detection chi cung cap dit liéu & tin suat thap hon va khong 6n dinh, dao dong trong khoang 18—21 Hz.
Bén canh do, viéc tich hop dit liéu tir nAm cam bién IMU dit tai cac vi tri khac nhau (c6 chan, tii quan
phai, thit lung, ¢d va cd tay) tao ra thach thire dang ké cho cac 16p LSTM, vén gip khé khin trong viée
mo hinh héa cac phy thudc dai han trong tap dir liéu da phuong thirc ¢6 quy mé 16n. Dé giai quyét cac
han ché nay, chung t6i 4p dung co ché Multi-Head Attention, giup mé hinh hoc cac chudi dir liéu thoi
gian mot cach on dinh va hiéu qua hon. Cy thé, mo hinh st dung 8 heads, mdi head co kich thudce vector
dac trung la 64, nhim bét dugc cic miu thoi gian da dang tir nam cam bién IMU. S lugng nay duogc
lwa chon duya trén két qua thtr nghiém thyc nghiém, cho th?iy hi€u nang t6t hon so véi viée dung 4 hodc
16 head.
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Chuwong 3: KET QUA VA THAO LUAN

3.1.  Két qua thwc nghiém ]
3.1.1.  Tap dit ligu va cai dat tham so

bé don gian hoda bai toan phan loai va tip trung vao muc tiéu phan biét gitta cac hoat dong té nga
va khong té ngd, ching t6i da gop nam hoat dong lién quan dén té nga thanh mot 16p duy nhit — “falling”
(té ngd). Cac 16p hoat dong con lai dugc trinh bay trong Bang 3.2

Béng 3.2. Cac hoat dong duoc thyuc hién boi ddi twong sau khi két hop tat ca cac 16p “falling” voi

nhau
Ma hoat dong Mo ta Thoi lwong (s)
1 Ngi 10
6 Di bo 60
7 bung 60
8 Ngoi 60
9 Nhit mot do vat 10
10 Nhay 30
11 Nam 60

Pé dam bao tinh nhat quan véi cac nghién ciru trudc va c6 thé so sanh két qua cong bang, ching
t6i giit nguyén cach chia dit liéu huan luyén — kiém thir (train-test split) theo thiét lap gbc cua b dit licu,
cu thé:

« Téap huén luyén (Train Set): Dit lidu tir cac dbi twong 1, 3, 4, 7 va 10—14 (chiém 70% tong dit
liéu).

« Tap kiém thir (Test Set): Dt liéu tir cac ddi twong 15—17 (chiém 30% con lai).

Trong nghién ctru ban dau [10], tac gia b dir liéu s dung cira s6 thoi gian 1 gidy (khong
overlapping) dé huin luyén mé hinh MSRLSTM. Tuy nhién, qua phan tich chi tiét, chung t6i nhan thay
rang ctra s6 1 gidy 14 qua ngdn dé nim bt toan bd bdi canh cia mot s6 hoat dong, dic biét 1a hoat dong
té ng, thuong dién ra trong khoang 2—4 gidy. Viéc ding cira s6 ngan c6 thé dan dén gan nhan sai, vi du
nhu doan dau tu thé dung trong chudi 10 gidy té ngd bi nhan dién nham la “falling”. Dé khic phuc vin
dé nay, chung t6i chon ctra s6 gdm 100 mau dit liéu (twong duwong khoang 5 gidy ¢ tan sudt iy mau 18,4
Hz) va 4p dung mirc overlap 14 50% cho tap huin luyén nhim dam bao bdi canh thoi gian du rong cho
viéc hoc mé hinh. Béi vai tap kiém thir, chiing t6i st dung cira s6 100 mau nhung khong overlap, nham
dam bao danh gia khach quan va doc 1ap dbi véi kha nang khai quat hoa ciia mé hinh.

3.1.2. {(ét qud so sanh o )
Pé danh gia hiéu qua cua cac mo hinh dugc dé xuat, chiung t6i tién hanh so sanh d6 hi¢u qua gitra
ba mo6 hinh: MSRLSTM géc, MSRLSTM-Refined, va MSR-MultiHeadAttention trén bo dir liéu UP-
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Fall Detection. Cac mo hinh dugc danh gia trén tap kiém thir gdm cac d6i tuong 15-17, véi kich thude
ctra s& 100 mau (twong duong 5 gidy dit liéu) va khong str dung overlap. Déi véi tap huan luyén, ap
dung overlap 50% nham dam bao mé hinh hoc dugc dy du ngit canh thoi gian (nhu di trinh bay trong
muc 3.1.8).

D0 hiéu qua dugc danh gia bang cac chi sb chuan trong phan loai da 16p gdm: accuracy, precision,
recall, va Fl-score. Cac két qua dugc trinh bay trong Bang 3.2, cho théy nhitng cai thién 10 rét cla hai
md hinh dugce d& xudt so véi mo hinh co sé. Cu thé, MSRLSTM-Refined thé hién hiéu qua tinh toan
cao hon, trong khi MSR-MultiHeadAttention v6i co ché chii y gitip mo hinh héa chudi thoi gian hiéu
qua hon, tir d6 dat dugc do chinh xac va d6 chinh xac duong tinh vugt trdi trong nhiém vu phat hién té
ngi. Ngoai ra, tit ca caic md hinh déu dugc huan luyén bang ham mat mat Cross-Entropy da 16p
(categorical cross-entropy), phit hgp v&i bai toan phan loai nhiéu 16p.

Bang 3.3. So sanh két qua gitra cac m6 hinh

Model Epoch | Accuracy (%) | Precision (%) | Recall (%) | Fl-score (%)
MSRLSTM 30 92.10 91.97 89.96 90.38
MSRLSTM-Refined 30 93.91 90.19 91.33 90.17
MSR-MultiHeadAttention 20 95.49 96.00 89.63 91.08

3.1.3.  Phdn tich két qud so sinh o

Két qua trong Bang 2 cho thdy ca hai m6 hinh dugc dé xuat — MSRLSTM-Refined va MSR-
MultiHeadAttention — déu vuot tréi hon md hinh co s6 MSRLSTM trén hau hét cac chi sé danh gia,
ching minh hiéu qua cia céac cai tién kién trac duoc ap dung. Dudi ddy 1a phan tich chi tiét timg mo
hinh.

a) Mé hinh MSRLSTM (Baseline)

Mo hinh MSRLSTM géc dat do chinh xac 92,10%, véi precision 91,97%, recall 89,96%, va F1-
score 1 90,38%. Mic dui cac két qua nay khé canh tranh, mé hinh vin gip kho khin trong viéc nim bat
dﬁy du cac dic trung dong phuc tap theo thoi gian cua bd dir liéu UP-Fall, do phu thudc qua nhiéu vao
cac 16p LSTM, vbn hoat dong kém hiéu qua hon véi dir liéu tan sé thap va ngudn dir liéu da phuong
thirc. Bén canh d6, d phirc tap tinh toan cao cia md hinh ciing gdy tré ngai cho viéc trién khai trong
thoi gian thue trén cac thiét bi deo ¢ tai nguyén han ché.

Ma tran nham 1an (Hinh 3.2) cho théy mo hinh MSRLSTM dat d6 chinh xac gﬁn nhu hoan hao
(99-100%) dbi véi cac hoat dong nhur té ngd, di b, ngdi, va nhay. Tuy nhién, mé hinh gip kho khin
khi phan biét cic hoat dong “dimg” va “nhit d6 vat”, thuong nham lan chung véi hoat dong “ngdi”.
Nguyén nhan 14 do cac hoat dong ndy c6 dic trung chuyén dong phan than dudi rit nho, khién mé hinh
kho phan biét khi chi dya vao dir li€u IMU thu tir nhiéu vi trf trén co thé.
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Hinh 3.2 Confusion matrix cia m6 hinh MSRLSTM

b) M6 hinh MSRLSTM-Refined

M5 hinh MSRLSTM-Refined duge tdi uu hda cho b dit liéu UP-Fall Detection, dat d6 chinh xac
93,91%, cao hon dang ké so v&i mé hinh MSRLSTM gbc (92,10%). Tuy nhién, precision ciia mo hinh
giam nhe xudng 90,19% so véi mo hinh co s, cho thiy mot sy danh d6i nho nham tang kha nang phat
hién ddy du (Recall). Didu nay c6 nghia 1d mé hinh c6 xu huéng nhan dién dwoc nhiéu truong hop té
ng hon, du d6i khi c6 thé gan nham mot vai hoat dong khéc 14 té nga.

Phan tich ma tran nham 13n (Hinh 3.2) cho thidy mé hinh c6 kha ning phan biét tot giira cac hoat
dong nhu “té ngi (falling)” va “di bo (walking)” véi d¢ chinh xac gan 99—100%. Tuy nhién, van ton tai
mot s& nham 1an gilrta cac hoat dong c6 dac diém chuyén dong tuong tu, ch:fmg han nhu “nhit d6 vat
(picking up an object)” va “dimg (standing)”, hodc “nam (laying)” va “té ngi (falling)”. Pidu nay hoan
toan hop 1y vi cac hoat dong nay chia sé cac mo hinh chuyén dong gan giéng nhau trong mot khoang
thoi gian ngin. Cho thiy rang trong khi mé hinh MSRLSTM-Refined cai thién hiéu suit téng thé thi
van can phai cai tién thém trong viéc trich xuat tinh nang dé giai quyét cac hoat dong c6 dic diém chuyén
dong chdng chéo.
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Hinh 3.2 Confusion matrix cia m6 hinh MSRLSTM-Refined

c¢) Mo hinh MSR-MultiHeadAttention

Mb hinh MSR-MultiHeadAttention dat hiéu ning cao nhat trong ba mo hinh dugc thir nghiém,
v6i do chinh xéc 95,49%, precision 96,00%, va Fl-score 91,08%. Pugc phat trién tr MSRLSTM-
Refined bang cach thay thé cac 16p LSTM bing co ché Multi-Head Attention dya trén kién truc
Transformer, mé hinh nay hoc tt hon cac quan hé thoi gian dai (long-range dependencies) va tap trung
vao cac dic trung chuyén dong quan trong. Mic du Recall (89,63%) cia md hinh thdp hon mét chat so
v6i MSRLSTM-Refined, nhung Precision cao hon rd rét (96,00%), cho thay mé hinh it gan nham céc
hoat dong khong phai té nga.

Phan tich ma tran nham 1in (Hinh 8) cho thidy mé hinh nay phan biét 1 rang giita cic hoat dong
“t¢ ngd” va “nam”, von 13 hai 16p d& nham 1an nhét trong cac mé hinh truéc d6. Thanh cong nay dén tir
kha ning cha y linh hoat theo thoi gian ctia co ché Multi-Head Attention, giip mé hinh tip trung manh
vao cac bién d6i nhanh trong tin hiéu gia tbc — dic trung ndi bat ciia cac pha té nga. Tuy nhién, mé hinh
van gip mot vai trudong hop nhim 13n gitra “nhit d6 vat” va “dang”, do chuyén dong than trén trong hai
hoat dong nay kha gidng nhau.
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3.2. Thao lugn .
Nghién ctru da trinh bay vé ba mo6 hinh hoc sdu — MSRLSTM, MSRLSTM-Refined, va MSR-

MultiHeadAttention — duoc thiét ké nhim nhan dang hoat dong con ngudi va phat hién té nga dya trén
dir liéu cam bién quéan tinh tir bd UP-Fall Detection Dataset. Thong qua viéc két hgp mang no-ron tich
chip (CNN), Residual Learning va co ché Multi-Head Attention, cac mo hinh nay di chirng minh kha
ning khai thac hiéu qua dic trung khong gian — thoi gian trong dit liéu cam bién da ngudn c6 tan suat
thap.

Két qua thuc nghiém cho théy:

e  MOo6 hinh MSRLSTM-Refined dat do chinh xac 93,91%, cai thién so véi mo hinh co s&
MSRLSTM (92,10%) nho tdi wu hoa ciu trac mang va st dung dropout, gitp ting hiéu
qua tinh toan va giam hién tuong qua khop.

e Mo hinh MSR-MultiHeadAttention dat do chinh xac cao nhat 95,49% va precision
96,00%, chung minh tinh vugt trdi cua co ché cha y da dau trong vi€c mo hinh hoa cac
quan hé phu thugc dai han trong dir li¢u thoi gian. Bén canh hi€u nang cao, hai mé hinh
dugc dé xudt ciing thé hién tinh 6n dinh va kha ning khai quat héa tdt, pht hop cho cac
g dung giam sat sirc khoe ngudi cao tudi thoi gian thuc thong qua céc thiét bi deo thong
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minh. Pic biét, MSRLSTM-Refined c6 uu thé vé higu suit tinh toan, gitp dé dang trién
khai trong méi trudng tai nguyén han ché, trong khi MSR-MultiHeadAttention lai mang
lai d¢ chinh xac cao hon, thich hop cho cac hé théng phan tich dir li€u trung tam.

Tuy nhién, nghién ctru van con mot sd han ché, chrfmg han nhu khé phan biét cac hoat dong co
chuyén dong tuong tur (vi du: “nhit do vat” va “dung”), cing véi thach thic trong viée xur 1y dit lidu
cam bién c6 tan suit khong dong nhat. Trong twong lai, chiing t6i du dinh két hop thém cac tin hiéu sinh
hoc (nhu nhip tim, EMG) va céi tién co ché chu ¥ thich nghi (adaptive attention) nhim nang cao do
chinh xac va do tin cay trong méi truong thuc té.

Téng két lai, nghién ciru nay gop phan thuc day cac hé théng phat hién té nga va HAR dua trén
thiét bi deo dé theo ddi stc khoe tir xa. Mic du bd dir liéu UP-Fall Detection sir dung dir liéu tr nguoi
tré tudi, cac nghién ciru trong tuong lai s& kham pha cac dic diém mién tan sb va cac phuong thirc cam
bién b sung dé cai thién kha nang phan biét cac hoat dong twong tu va dam bao tinh manh mé trén
nhiéu nhém dan sé khac nhau.
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Hudin luvén vién thé duc tri tué nhdn tao — AIFT

KET LUAN VA KIEN NGHI

Nghién ctru nay da tap trung phat trién va danh gia ba mé hinh hoc sau — MSRLSTM, MSRLSTM-
Refined, va MSR-MultiHeadAttention — cho bai toan nhan dang hoat dong con nguoi (HAR) va phat
hién té nga dua trén dir liéu cdm bién quan tinh (IMU) trong bd UP-Fall Detection Dataset.

Két qua cho thiy ring:

M6 hinh MSRLSTM-Refined cai thi¢n hi€u qua tinh toan va kha nang hoc dac trung cua
mo hinh gbc nho cdu trac MLP tinh gon, dropout hop 1y, va tdi wu héa dau vao cho cam
bién da ngudn, dat d chinh xac 93,91%.

M6 hinh MSR-MultiHeadAttention thé hién hiéu ning cao nhat, véi 6 chinh x4c 95,49%
va do chinh xac dwong tinh 96,00%, nhd co ché chii y da ddu (Multi-Head Attention) c6
kha ning nim bat tot hon quan hé phy thudc dai han theo thoi gian trong dit liéu IMU.

Ca hai md hinh déu hoi tu nhanh, én dinh, khong c6 hién tuong overfitting, va thich hop dé trién

khai trén thiét bi deo hodc hé théng giam sat strc khoe thong minh. Nhitng két qua nay chirng minh ring

viéc két hop céac co ché hoc sau hién dai nhu Residual Learning va Attention mang lai hiéu qua vuot

troi cho cac tmg dung chim soc strc khoe tir xa va theo ddi nguoi cao tudi, dic biét trong phat hién té

nga thoi gian thue — mot nhu cu cip thiét trong xa hoi dang gia hoa dan sb.

Mic du cac ket qua dat duoc rat kha quan, nghién ctu van ton tai mot sd han ché can duoc khac
phuc va mé rong trong cac nghién ctru ti€p theo:

Mo rong dir liéu huén luyén: Bo UP-Fall Detection Dataset co $6 luong nguoi tham gia
con han ché va dit liéu thu duge trong moi trudng co kiém soat. Do d6, can thu thap thém
dit liéu trong moi truong thuc té, da dang hon vé d0 tudi, gidi tinh va diéu kién hoat dong
dé tang kha nang khéi quat ciia mo hinh.

Cai thién kha nang phan biét gitra cdc hoat dong tuwong tu: Cac hoat dong nhu “nhat dd
vat”, “ding” hay “nam” van d& bi nham 1in. Trong tuong lai, ¢ thé két hop thém dit liéu
cam bién sinh hoc (nhu nhip tim, nhip thd, EMG) hoac cam bién ap luc ban chan dé tang
kha nang nhéan dang chinh xac.

Ti vu hoa mé hinh cho thiét bi deo: Can tiép tuc rit gon kién trtic mang hoac st dung
k¥ thuat lugng tir hoa md hinh (model quantization), TensorRT, hay Edge Al frameworks
dé dam bao moé hinh c6 thé hoat dong thoi gian thuc trén thiét bi ¢ cau hinh thap ma van
duy tri d0 chinh xac cao.

Tich hop vao hé thong thuc t&: Dé xuét trién khai mé hinh vao tmg dung giam sat sirc
khoe théng minh, c6 kha ning phat hién té ngi va giri canh bao khan cap dén nguoi than
hodc trung tAm y té. Didu nay khong chi gitup giam thiéu rui ro cho ngudi cao tudi, ma
con gép phan nang cao chit lugng cudc song va giam ganh ning y té.

Tom lai, nghién ctru di dong gop déng ké vé mit hoc thuat va tmg dung thuc tidn, chimg minh

rang cac mod hinh hoc sau hién dai c¢6 thé dugc t61i vu hoa hi€u qua cho dir li€u cam bien thuc té. Trong

trong lai, viéc mo rong quy mé dir liu, két hop thém cac nguén cam bién, va trién khai thuc nghiém
trén hé thdng thyc té s& 1a budc tién quan trong hudng t6i mot giai phap phat hién té nga thong minh,

chinh xac va bén vitng trong linh vuc chadm soc strc khoe nguoi cao tuoi.

Hoc vién thyc hién: TrAn Vin Khanh Hudng dan: TS. Ninh Khanh Duy 19
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