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Công nghệ trí tuệ nhân tạo

Trí tuệ nhân tạo (AI) là một lĩnh vực khoa học liên 
quan đến việc phát triển máy tính và máy móc có thể 
suy luận, học hỏi và hoạt động theo cách của con người 
hoặc liên quan đến dữ liệu có quy mô vượt quá những 
gì con người có thể phân tích. AI là một lĩnh vực rộng 
lớn bao gồm nhiều ngành khác nhau như khoa học máy 
tính, phân tích và thống kê dữ liệu, kỹ thuật phần cứng 
và phần mềm, ngôn ngữ học, khoa học thần kinh và thậm 
chí cả triết học và tâm lý học. Không có gì ngạc nhiên khi 
AI đang là xu hướng dẫn đầu trong lĩnh vực khoa học 
máy tính. Có rất nhiều ứng dụng AI trong khoa học máy 
tính đang phát triển với tốc độ nhanh chóng, bao gồm 
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Lĩnh vực khoa học máy tính đang được thúc 
đẩy với tốc độ đáng kinh ngạc nhờ sự đổi mới 
và sáng tạo liên tục của công nghệ. Khi chúng 
ta tiến xa hơn vào thế kỷ XXI, nhiều công nghệ 
mới có tiềm năng tạo ra những thay đổi lớn lao 
đã xuất hiện. Bài viết khái quát về những công 
nghệ mới nổi hứa hẹn nhất trong khoa học máy 
tính và các tác động trên phạm vi rộng lớn của 
chúng.

AI đang là xu hướng dẫn đầu trong khoa học máy tính. Nguồn: BlackJack3D via Getty Images.
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nhận dạng hình ảnh, tự tạo hình ảnh, văn bản và thậm 
chí cả khả năng tự sửa đổi mã lập trình của chính nó. 
AI có thể là một công cụ hữu ích trong việc tối ưu hóa 
các quy trình và nhiệm vụ khác nhau trong nhiều ngành, 
chẳng hạn như chăm sóc sức khỏe, tài chính, tiếp thị, an 
ninh mạng... Theo các nhà nghiên cứu, AI chia thành 4 
giai đoạn phát triển, bao gồm: 

AI ở cấp độ phản ứng: AI có khả năng hạn chế chỉ 
phản ứng với các loại kích thích khác nhau dựa trên các 
quy tắc được lập trình sẵn. Deep Blue của IBM đã đánh 
bại nhà vô địch cờ vua Garry Kasparov năm 1997 là một 
ví dụ về AI ở cấp độ này.

AI cấp độ bộ nhớ hạn chế: Hầu hết AI hiện nay được 
coi là ở cấp độ có bộ nhớ hạn chế. Nó có thể sử dụng bộ 
nhớ để cải thiện năng lực theo thời gian bằng cách được 
huấn luyện với dữ liệu mới, thường là thông qua mạng 
lưới thần kinh nhân tạo hoặc mô hình huấn luyện khác. 
Học sâu là một tập hợp con của học máy được coi là trí 
tuệ nhân tạo ở cấp độ có bộ nhớ hạn chế.

AI cấp độ có tâm trí: Lý thuyết về AI có tâm trí hiện 
không tồn tại, nhưng nghiên cứu về các khả năng của 
nó vẫn đang được tiến hành. Nó mô tả AI có thể mô 

phỏng tâm trí con người và có khả năng đưa ra quyết 
định ngang bằng với năng lực con người, bao gồm nhận 
biết và ghi nhớ cảm xúc cũng như phản ứng trong các 
tình huống xã hội như con người.

AI cấp độ tự nhận thức: Cao hơn một bậc so với AI 
có tâm trí, AI tự nhận thức được mô tả như một cỗ máy 
thần thoại nhận thức được sự tồn tại của chính nó và có 
khả năng trí tuệ, cảm xúc như con người. AI tự nhận thức 
hiện chưa tồn tại.

Một cách đơn giản hơn để phân loại các loại AI là dựa 
vào những gì máy có thể làm. Tất cả những gì chúng ta 
hiện gọi là AI đều được coi là trí thông minh nhân tạo 
hẹp, trong đó nó chỉ có thể thực hiện các nhóm hành 
động hẹp dựa trên việc lập trình và đào tạo. Chẳng hạn, 
thuật toán AI được sử dụng để phân loại đối tượng sẽ 
không thể thực hiện xử lý ngôn ngữ tự nhiên. 

Trí tuệ nhân tạo tổng hợp (AGI - Artificial general 
intelligence) sẽ là một cỗ máy có khả năng cảm nhận, 
suy nghĩ và hành động giống như con người. AGI hiện 
không tồn tại. Cấp độ tiếp theo sẽ là siêu trí tuệ nhân tạo 
(ASI - Artificial SuperIntelligence), trong đó máy móc sẽ 
có thể hoạt động vượt trội hơn con người về mọi mặt.

Máy tính lượng tử có sức mạnh vượt trội so với các siêu máy tính tốt nhất hiện nay. Nguồn: MIT - Spencer Lowell/Trunk Archive
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Công nghệ máy tính lượng tử

Máy tính lượng tử là máy sử dụng các đặc tính của 
vật lý lượng tử để lưu trữ dữ liệu và thực hiện tính toán. 
Điều này có thể cực kỳ có lợi cho một số tác vụ nhất định 
mà chúng có thể vượt trội hơn hẳn so với các siêu máy 
tính tốt nhất hiện nay.

Công nghệ máy tính hiện tại, bao gồm điện thoại 
thông minh và máy tính xách tay, mã hóa thông tin dưới 
dạng “bit” nhị phân có thể là 0 hoặc 1. Trong máy tính 
lượng tử, đơn vị bộ nhớ cơ bản là bit lượng tử hoặc qubit. 
Qubit được tạo ra bằng cách sử dụng các hệ thống vật 
lý, chẳng hạn như spin của một electron là chuyển động 
quay của một electron quanh một trục, hoặc bằng hướng 
của một photon. Các hệ thống này có thể ở nhiều cách 
sắp xếp khác nhau cùng một lúc, một tính chất được gọi 
là chồng chập lượng tử. Qubit cũng có thể được liên kết 
chặt chẽ với nhau bằng cách sử dụng một hiện tượng gọi 
là vướng víu lượng tử. Kết quả là một loạt qubit có thể 
biểu diễn nhiều thứ khác nhau cùng một lúc. Ví dụ như 8 
bit là đủ để một máy tính công nghệ hiện tại biểu thị giá 
trị tính bất kỳ số nào từ 0 đến 255. Nhưng 8 qubit là đủ để 
một máy tính lượng tử biểu thị giá trị tính của mọi số từ 
0 đến 255 đồng thời cùng một lúc. Với vài trăm qubit rối 
sẽ đủ để biểu thị giá trị tính của nhiều số hơn số nguyên 
tử trong vũ trụ. Đây là những đặc tính mà máy tính lượng 
tử có lợi thế hơn nhiều so với công nghệ máy tính hiện 
tại. Trong những trường hợp có những tổ hợp số lớn với 
nhiều biến số và lượng dữ liệu rất lớn thì máy tính lượng 
tử có thể xem xét xử lý chúng đồng thời. Tuy nhiên, cũng 
có rất nhiều tình huống mà công nghệ máy tính hiện tại 
vẫn xử lý tốt hơn máy tính lượng tử. Vì vậy, máy tính 
trong tương lai có thể là sự kết hợp của cả hai loại này.

Công nghệ điện toán biên 

Công nghệ điện toán biên (Edge computing) đề cập 
đến việc xử lý, phân tích và lưu trữ dữ liệu gần nơi nó 
được tạo ra để cho phép phân tích và phản hồi nhanh 
chóng, giúp tiết kiệm băng thông và xử lý với độ trễ thấp. 
Trong những năm gần đây, một số công ty đã kết hợp 
hoạt động lưu trữ và xử lý bằng cách lưu trữ dữ liệu 
tập trung và điện toán đám mây. Nhưng những nhu cầu 
phát sinh về lưu trữ và xử lý dữ liệu mới được tạo ra bởi 
hàng tỷ thiết bị phân tán ở nhiều nơi, ví dụ như các giải 
pháp quản lý kho và hàng tồn kho, những dây chuyền 
sản xuất tự động bằng robot, hay các hệ thống kiểm soát 
giao thông của những thành phố thông minh đã khiến 
mô hình này trở nên không bền vững. Ngoài ra, việc sử 
dụng ngày càng nhiều các thiết bị biên, như từ các thiết 

bị Internet of Things (IoT), chẳng hạn như máy ảnh thông 
minh, ki-ốt tại điểm bán hàng di động, cảm biến y tế và 
máy tính công nghiệp đến các cổng và cơ sở hạ tầng 
máy tính, đã thúc đẩy yêu cầu ngày càng nhanh hơn, 
gần với thời gian thực hơn về lưu trữ và xử lý dữ liệu. 
Các nhà nghiên cứu ước tính đến năm 2025, 75% dữ 
liệu sẽ được tạo ra bên ngoài các trung tâm dữ liệu trung 
tâm, nơi diễn ra hầu hết quá trình xử lý hiện nay. Bên 
cạnh đó, hiện có khoảng 90% dữ liệu được các doanh 
nghiệp thu thập đã không được khai thác sử dụng. Công 
nghệ điện toán biên cung cấp một lộ trình để tận dụng lợi 
ích của dữ liệu được thu thập từ các thiết bị thông qua 
xử lý hiệu suất cao, kết nối có độ trễ thấp và nền tảng 
an toàn.

Việc di chuyển một số chức năng như lưu trữ, xử lý 
và phân tích ra khỏi công nghệ điện toán đám mây sang 
công nghệ điện toán biên và ở gần hơn với nơi dữ liệu 
được tạo ra có thể mang lại một số lợi ích quan trọng: 
tăng tốc độ và độ trễ xử lý thấp hơn; tăng tốc độ phản 
hồi của hệ thống, cho phép giao dịch nhanh hơn và trải 
nghiệm tốt hơn; giảm thiểu lượng dữ liệu được gửi qua 
mạng tới đám mây từ đó giảm băng thông và chi phí 
truyền và lưu trữ khối lượng lớn dữ liệu; độ tin cậy và 
bảo mật cao...

Công nghệ thực tế ảo mở rộng

Thực tế ảo mở rộng (XR - Extended reality) là một 
thuật ngữ phổ quát bao gồm các công nghệ học tập nhập 
vai thực tế ảo (VR - Virtual reality), thực tế tăng cường 
(AR - Augmented reality) và thực tế hỗn hợp (MR - Mixed 
reality). Thực tế ảo là tạo ra môi trường mô phỏng nơi 
người dùng có thể hoàn thành các tương tác thực tế 
với đồ vật và con người. Thực tế tăng cường là tạo môi 
trường ảo có bổ sung các yếu tố kỹ thuật số, tương tác 
vào môi trường thế giới thực, trực tiếp thông qua điện 
thoại, máy tính bảng hoặc tai nghe. Công nghệ thực tế 
hỗn hợp là sử dụng công nghệ máy tính, đồ họa và hệ 
thống đầu vào tiên tiến để kết hợp thế giới vật lý và kỹ 
thuật số.

Công nghệ thực tế ảo mở rộng có ứng dụng trong 
nhiều ngành công nghiệp khác nhau, bao gồm giải trí, 
giáo dục, chăm sóc sức khỏe, kiến ​​trúc và sản xuất. 
Chúng mang đến những cơ hội độc đáo cho trải nghiệm 
nhập vai, mô phỏng đào tạo, trực quan hóa dữ liệu, xử lý 
từ xa... Công nghệ thực tế ảo mở rộng đang tiếp tục phát 
triển và dự kiến ​​sẽ đóng vai trò ngày càng quan trọng 
trong việc định hình tương lai của tương tác giữa con 
người và máy tính và trải nghiệm kỹ thuật số. 
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Công nghệ xử lý ngôn ngữ tự nhiên

Xử lý ngôn ngữ tự nhiên là một nhánh của khoa học máy tính và trí 
tuệ nhân tạo. Nguồn. Harvard Business Review.

Cho đến gần đây, quan điểm thông thường cho rằng 
mặc dù AI giỏi hơn con người trong các nhiệm vụ đưa ra 
quyết định dựa trên dữ liệu nhưng nó vẫn thua kém con 
người trong các nhiệm vụ nhận thức và sáng tạo. Nhưng 
trong hai năm qua, AI dựa trên ngôn ngữ đã có những 
bước phát triển vượt bậc, thay đổi quan niệm chung về 
những gì công nghệ này có thể làm. Những tiến bộ rõ 
ràng nhất là ở công nghệ được gọi là xử lý ngôn ngữ tự 
nhiên (natural language processing), là một nhánh của 
khoa học máy tính và AI, sử dụng máy học để cho phép 
máy tính có thể xử lý ngôn ngữ giống như con người, 
hiểu và giao tiếp với ngôn ngữ của con người.

Ngôn ngữ học tính toán là một môn ngôn ngữ học sử 
dụng khoa học dữ liệu để phân tích ngôn ngữ và lời nói. 
Nó bao gồm hai loại phân tích chính là phân tích cú pháp 
và phân tích ngữ nghĩa. Phân tích cú pháp xác định ý 
nghĩa của một từ, cụm từ hoặc câu bằng cách phân tích 

cú pháp của các từ và áp dụng các quy tắc ngữ pháp 
được lập trình sẵn. Phân tích ngữ nghĩa sử dụng kết quả 
cú pháp để rút ra ý nghĩa từ các từ và diễn giải ý nghĩa 
của chúng trong cấu trúc câu. Việc phân tích các từ có 
thể có một trong hai hình thức. Phân tích cú pháp phụ 
thuộc là xem xét mối quan hệ giữa các từ, chẳng hạn 
như xác định danh từ và động từ, trong khi phân tích cú 
pháp thành phần là xây dựng cây phân tích cú pháp, có 
thứ tự của cấu trúc cú pháp của câu hoặc chuỗi từ. 

Gần đây, cách tiếp cận mới nhất là công nghệ xử lý 
ngôn ngữ tự nhiên học sâu, các mô hình học sâu đã trở 
thành ưu thế trong việc xử lý ngôn ngữ tự nhiên, bằng 
cách sử dụng khối lượng lớn dữ liệu thô, phi cấu trúc ở 
cả dạng văn bản, giọng nói và hình ảnh để trở nên chính 
xác hơn bao giờ hết. Học sâu có thể được coi là một 
bước phát triển hơn nữa của công nghệ xử lý ngôn ngữ 
tự nhiên thống kê, với điểm khác biệt là sử dụng các mô 
hình mạng thần kinh.

Nghiên cứu công nghệ xử lý ngôn ngữ tự nhiên đã 
mở ra kỷ nguyên của AI tổng quát, từ kỹ năng giao tiếp 
của các mô hình ngôn ngữ lớn đến khả năng hiểu các 
yêu cầu của các mô hình tạo hình ảnh. Công nghệ xử lý 
ngôn ngữ tự nhiên đã là một phần trong cuộc sống hàng 
ngày của nhiều người, hỗ trợ các công cụ tìm kiếm, thúc 
đẩy các chatbot phục vụ khách hàng bằng lệnh nói, hệ 
thống GPS vận hành bằng giọng nói và trợ lý kỹ thuật số 
trên điện thoại thông minh ?
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